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Abstract: Relationship extraction plays a pivotal role in building knowledge graphs, especially in
the era of big data, where efficiently extracting entity-relationship triples from vast unstructured
text is a growing challenge. Traditional feature engineering approaches face limitations such as
ambiguity and redundancy. Recent advancements in deep learning, particularly the use of neural
networks, have significantly improved entity relationship extraction. This paper proposes a novel
approach incorporating the Duie_Bert pre-training model and an improved cascading pointer
network, designed to address issues related to overlapping relational triples and data
miscommunication. A multi-headed attention mechanism guided by specific relation-entity vectors
enhances the feature representation, improving the accuracy of relational extraction. Experimental
results on the Duie Chinese relational dataset demonstrate that the proposed model surpasses
existing methods, achieving a 9.0% increase in recall and a 5.2% improvement in F1 score. Future
work will focus on domain-specific knowledge graph construction using the proposed entity-
relationship extraction model.

Keywords: Relation Extraction; Deep Learning; Knowledge Graph; Natural Language
Processing;Bert.

1. Introduction
Relationship Extraction, as a crucial step in building knowledge graphs, has become a focus for
researchers since the last decade [1]. Nowadays there is a new challenge to extract entity-relationship
triads from natural language texts quickly and efficiently in the context of the big data era, where data
objects and interactions are growing geometrically [2]. However, due to the diversity of unstructured
textual information representation, it is difficult and challenging to extract relationships from natural
language texts. The classical approach focuses on feature engineering, but all features are built on
symbolic representations, which suffer from problems such as multiple meanings and ambiguities [3].
With the development of deep learning, deep neural networks have shown significant advantages in
many research areas. To address the problems of feature engineering, Zeng et al. used with CNN for
the first time in word-level and sentence-level features, which significantly improved the performance
of the relationship extraction model [4]. Gao et al. improved on CNN and kernel functions to obtain
a multi-entity Chinese relationship extraction model, which achieved good results in the document-
level relationship extraction task [5]. In contrast to feature engineering, deep neural networks use
distributed representations rather than symbols, greatly improving the problem of multiple meanings
and ambiguities. At the same time, deep learning-based models can automatically learn feature
representations, with considerable success in entity relationship extraction tasks [6]. However, most
existing approaches cannot effectively handle the case of sentences containing multiple overlapping
relational triples, leading to problems of miscommunication and data redundancy.



In this paper, the Duie_Bert pre-training mode is introduced into the research of entity association
relationship extraction, and an entity association extraction model based on the improved cascade
pointer network is proposed. In order to solve the problems of error accumulation and data
redundancy in the process of entity relation extraction, we introduce a multi-headed attention
mechanism. The process is guided by specific relation-entity vectors, which can enhance the feature
representation of the output vector of the encoding layer.
The main contributions of this paper are listed below:
(1) This paper proposes the Duie_Bert pre-training model for text encoding.
(2) This paper introduces a multi-headed attention mechanism guided by specific relation-entity
vectors in the model. The process makes it possible to obtain semantic vectors that precisely depict
the meaning of entities. To some extent, this method improves the precision of relation extraction.
(3) This paper employs cascading pointer networks for joint decoding of entity relations on the basis
of pre-trained models, which can effectively extract entity relation triads in sentences and solve the
error loss problem caused by overlapping triads.

2. Relates Work
The essence of the relation extraction task is to identify potential entity-relationship triples in text. Li
et al. proposed that an entity triple usually consists of a pair of entities and semantic relations between
them [7]. As a core task and an important link in the fields of information extraction, knowledge
graph construction, natural language understanding, and information retrieval, entity relationship
extraction can extract semantic relationships between entity pairs from text.
Most of the early entity relationship extraction models are based on feature engineering and
traditional statistical learning methods [3]. However, traditional feature-engineered entity
relationship extraction models cannot be separated from the use of manual and natural language
processing tools, which greatly reduce the efficiency of relationship extraction. To solve this problem,
a number of deep neural network-based models have gradually become the mainstream research
direction. In recent years, with the rise of deep learning, researchers have gradually applied deep
learning to the task of entity relationship extraction [8]. Among them, the supervised entity
relationship extraction method based on deep learning is a hot research topic in recent years, which
can reduce the error accumulation problem in the feature extraction process. At the same time, the
deep learning neural network model can automatically learn sentence features without the need for
complex feature engineering [9-13].
Depending on the order of completion of two relation extraction subtasks, entity relationship
extraction methods includes traditional pipeline methods and joint extraction methods. These two
methods are based on the three frameworks of RNN, CNN, and LSTM for extended optimization
[4,14,15]. The pipeline method divides the task of relation extraction into two sub-tasks, named entity
recognition and relation classification, which are carried out sequentially in a pipelined manner, and
finally the triples with entity relations are output as prediction results. Among them, named entity
recognition refers to the recognition of entities with specific meaning in text, mainly including names
of people, places, institutions, proper nouns, etc. Relation extraction is to explore the relationship
between related entities in the sentence. However, this type of method is simple to cause errors to
accumulate and spread between the two subtasks and affect the accuracy of extraction. Most
researchers have focused attention on the joint extraction model’s research in recent years,
becausethe method can lessen the influence of error propagation in the pipeline technique. For
example, Zheng et al. treated relationship extraction as named entity recognition, entity class labels
are changed to relationship class labels, and relationship extraction is performed in a sequential
annotation. Based on the end2end model of sequence-to-sequence learning with replication
mechanism for joint entity- relationship extraction, Zeng et al.introduced three patterns of
overlapping triples.



These can solve multiple entity-relationship overlap problems by the sequence-to-sequence model
with replication mechanism. However, the model has the problem of unidirectional dependence of
entity-relationshiptriples generated by backward and forward sequences in the process of decoding.
Fu et al. proposed to regard the original sequence of sentences as a graph, each word in the sentence
as a node, and perform feature fusion between each word through a two-stage graph convolutional
network. This model can avoid the problem of entity-relationship triples dependent on each other
due to the sequence in the decoding process. However, it cannot solve the overlapping relationship of
EPO type.Wei et al. proposed a new cascaded binary annotation framework that converts the task of
triad extraction into a problem with three levels of head entities, relations and tail entities,
effectively solving the problem of overlapping relations of EOP type. However, for the extraction of
complex entity-relationship triads, the fine-grained semantic links between the subject and individual
words in the sentence are ignored, which reduces the significant effect of long textual relation
extraction to some extent [16-20].
In summary, the past decades have witnessed the aboved mentioned remarkable works on entity-
relationship joint extraction methods, but there still exist some shortcomings. For instance, the final-
grained semantic links between entities and individual words in a sentence are not fully utilized in
the encoding process, leading to the miscommunication of semantic information. In order to solve the
problems of error accumulation and data redundancy in the process of relation extraction, this paper
introduces a multi-headed attention mechanism guided by a specific relation-entity vector in the joint
entity-relationship extraction model.

3. Entity Relationship Joint Extraction Model
The entity relationship joint extraction model proposed in this paper is divided into three main parts,
that is Duie_Bert encoding layer, head entity identification layer, and relationship-tail entity joint
extraction layer, where a multi-headed attention mechanism is introduced in the relationship-tail
entity joint extraction layer. The Diagram of the joint extraction model of entity relations is as follows.

Figure 1. Diagram of the joint extraction model of entity relations



3.1 Duie_Bert Coding Layer
Bert is an efficient pre-trained language model proposed by Devlin et al., which adopts the
Transformer encoder structure as the feature extractor and uses the accompanying MLM training
method to achieve bidirectional encoding of input sequence text with strong semantic information
extraction capability [26]. In order to construct the semantics of input sentences more accurately, the
Bert model is trained again using the text in the Duie dataset to obtain the Duie_Bert model. The
Bert-based pre-training model is shown as follows.

Figure 2. Bert-based pre-training model

The Bert model input contains three parts: word embedding, fragment embedding and location-
encoded embedding. As fragment embedding is not applicable in the relational extraction task, the
Duie_Bert model discards this part of embedding information and replaces word embedding with
word embedding. The word embedding information WS and location embedding information Wp are
summed to obtain the input vector, which is passed through the Transformer network in the first and
subsequent layers to obtain the vector representation of the text.

h0 SWS Wp

hn Transformer(hn 1)，n [1,N ]
(1)

(2)
Where S is a single thermal vector matrix of three indices of subwords in the input sentence, P

denotes the position index in the input sequence. hn is a hidden state vector, representing the output
of the sentence after it has been encoded by the N-layer Transformer network, which is used as the
input to the decoding layer.

4. Experimental Design and Results Analysis
4.1 Experimental Design
In this paper, DuIE dataset, an open-source Chinese relational extraction dataset from the 2019 Baidu
Information Extraction Contest, is chosen to test the performance of the model [22].



The corpus is constructed from the text of Baidu Encyclopedia, Baidu Info Stream and Baidu
Posting Bar, and its schema adds multiple complex relationship types to the traditional simple
relationship types, comprehensively covering both written and spoken expression corpus, which can
fully investigate the ability of relationship extraction in real business scenarios.

Table 2. Information about DuIE dataset

Category Train Dev Test

Triples 314996 34270 43749

Sentences 155931 17178 21639

The experimental environment and configuration are as follows. The server CPU is Intel(R) Core
(TM) i5-12500H, the graphics card is RTX 3050, the RAM is 8GB, the hard disk 512GB, the
operating system is Windows 11, the development tool is Pycharm, the development language is
Python, and the deep learning framework is Pytorch.

4.2 Test Indicators
For fair comparison, we adopt the evaluation criteria to evaluate our model, which is based on
Precision(P), Recall(R)and F1 score (macro average F1 score). In addition, for an extracted triplet
<head entity, relation, tail entity>, each element in it is considered correct if and only if it is the same
as an element in the dataset. The calculation is as follows.

Prcision TP

TP FP

Recall TP

TP FN

Where TP indicates the number of correctly predicted triples, FP indicates the number of incorrectly
predicted triples and FN is the number of correct triples that were not predicted.

4.3 Analysis of Experimental Results
Since this paper uses a binary cross-entropy loss function to constrain the head and tail entity types,
the parameters of different loss function weights may affect the final effect of the model. In order to
study the degree of influence of different core parameters of loss function weight on the entity
relationship joint extraction model, the parameter is taken from 0.1 to 0.5 and divided into nine
groups equally for comparison experiments. The values and trends of Precision, Recall and F1 under
different loss function weight parameters are shown in Table 3 and Figure 3.



Table 3. Comparison data of different parameters

Index Precision/% Recall/% F1/%

1 0.10 75.5 78.1 76.8

2 0.15 70.6 83.7 76.6

3 0.20 75.3 81.5 78.3

4 0.25 77.2 82.0 79.5

5 0.30 73.6 82.0 77.5

6 0.35 75.1 83.1 78.9

7 0.40 68.1 82.7 74.7

8 0.45 75.2 81.9 78.4

9 0.50 71.6 83.9 77.3

Figure 3. Comparison line chart of different parameters

From Table 3, it can be concluded that the Precision (77.2%) and F1(79.5%) are the highest values
when 0.25 . From Figure 3, it can be concluded that the Recall rate increases and then decreases
with the increase of , while the Precision and F1 values show a complex trend with the increase
of . Although the value of recall reaches the highest value when 0.15 , the Precision and F1
values fail to reach the highest value in the same case. Overall, the joint entity relationship extraction
model achieves the best results when 0.25 , and the corresponding Precision, Recall, and F1
values are 77.2%, 82.0%, and 79.5%. Therefore, in this paper, the parameter of the weight of the
loss function is set to 0.25 when the head and tail entity types are constrained separately using the
binary cross-entropy loss function.



4.4 Comparison of Related Modelling Techniques
In this paper, we use a representative entity-relationship joint extraction model from recent years as
a benchmark to compare and validate the advantages of the proposed model, includes CopyMTL,
WDec, Seq2UMTree [23-25].
The results of the experiments are shown in the table, where the best experimental results are marked
in bold.

Table 4. Benchmark model comparison data

Models Precision/% Recall/% F1/%

CopyMTL 49.9 39.4 43.9

WDec 64.1 54.2 58.7

Seq2UMTree 75.6 73.0 74.3

Textual model 77.2 82.0 79.5

Figure 4. Experimental comparison of different models
The experimental comparison of the data reveals that the model proposed in this paper achieves the
highest Precision (77.2%), Recall (82.0%) and F1(79.5%) in this dataset. The comparison revealed
that the method using the Duie_Bert pre-trained model for encoding was significantly better than the
method using the BiLSTM encoder (CopyMTL), mainly because the encoder modelled using
BiLSTM was not able to accurately encode text containing multi-entity overlaps and suffered from
the problem of mis-passing. The experimental results also showed that compared to the best
performing model in the baseline model, Seq2UMTree, the model proposed in this paper improves
9% in Recall, indicating that the model in this paper has better stability.
In this paper, we implement a cascading pointer annotation approach to relation extraction based on
the pre-trained model Duie_Bert, while introducing a specific relation-entity guided multi-headed
attention mechanism. The method not only takes full account of the fine-grained semantic information
in the sentence, but also effectively improves the accuracy of entity extraction.



4.5 Ablation Experiment
In order to analyses the performance of the modules in the model, ablation experiments are conducted
on the Duie dataset to verify the effectiveness of each module.

Table 5. Comparative data from ablation experiments
Models Precision/% Recall/% F1/%

This paper-Duie_Bert 63.1 62.3 62.6

This paper-Attention 65.6 70.6 68.0

This paper 77.2 82.0 79.5

Figure 5. Comparative analysis chart of ablation experiments

The complete relationship extraction model proposed in this paper is compared with the model with
the Duie_Bert module removed, the model of the multi-headed attention mechanism for the specific
relationship-entity removed, respectively. The experimental results are shown in the table.
From the experimental results, it can be observed that when the Duie_Bert model is removed and the
multi-headed attention mechanism is removed, the model decreases to some extent in all three metrics
of P, R and F1. With the addition of the Duie_Bert module, the Precision improved 14.1% and the F1
by 16.9%, indicating that the pre-trained BERT model is effective in improving the accuracy and
stability of triad extraction.
With the addition of the relationship-entity specific multi-headed attention mechanism, the precision,
recall and F1 values improved by 11.6%, 11.4% and 11.5% respectively. The results show that the
model proposed in this paper can effectively improve all the performance of relationship extraction,
and further demonstrate the impact of each module on the overall performance of the model.

5. Conclusion
In response to the problems of overlapping relational triples and multi-entity miscommunication in
recent relation extraction research, this paper proposes a joint entity relationship extraction model



based on an improved cascading pointer network. On the Duie Chinese relational dataset, the
performance is compared with the current three latest entity-relational joint extraction models. The
experimental results show that the proposed model achieves a performance improvement of more
than 9.0% and more than 5.2% in the recall and F1 score, respectively. The next step is to study the
domain-oriented knowledge graph construction method and complete the construction of the
knowledge graph based on the entity-relationship federated extraction model proposed in this paper.
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