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Abstract: This paper proposes a distributed network traffic scheduling optimization method based on
Trust Region Policy Optimization (TRPO) to improve the utilization rate of network resources and
reduce network congestion. Experiments on Abilene network traffic data sets demonstrate that,
compared with traditional reinforcement learning methods such as Deep Q-Networks (DQN) and
Proximal Policy Optimization (PPO) , TRPO achieves superior scheduling performance under varying
traffic load conditions, effectively reduces the maximum link congestion rate, optimizes average delay,
and exhibits strong robustness in burst traffic scenarios. The findings underscore the significance of
integrating advanced artificial intelligence techniques, particularly policy-based reinforcement learning,
into the realm of network traffic management. This contribution holds critical importance for industries
such as telecommunications, cloud computing, and data center operations, where real-time traffic
optimization is essential for maintaining service quality and operational efficiency. By enabling more
intelligent, adaptive, and stable distributed scheduling, this approach not only advances the state of AI-
driven networking but also lays the foundation for scalable and generalizable solutions. Future research
combining multi-agent reinforcement learning, graph neural networks, and other AI technologies can
further enhance the scalability and applicability of traffic scheduling systems, fostering transformative
improvements in intelligent network infrastructure across key sectors.
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1. Introduction
In recent years, the rapid expansion of global network infrastructures and the increasing complexity of
data transmission have brought unprecedented challenges to network traffic management [1]. With the
proliferation of cloud computing, edge computing, and large-scale distributed systems, traditional
network traffic scheduling approaches struggle to cope with the dynamic, high-throughput, and low-
latency requirements of modern networks. Conventional traffic scheduling techniques often rely on
predefined policies, static routing configurations, or heuristic-based optimization methods, which lack
adaptability in highly dynamic network environments. Reinforcement learning (RL), particularly deep
reinforcement learning (DRL), has emerged as a promising solution to enhance network traffic



optimization. Among various RL approaches, Trust Region Policy Optimization (TRPO) has gained
attention due to its ability to stabilize policy updates and improve learning efficiency. Given the
increasing demand for intelligent, adaptive, and distributed network traffic scheduling, applying TRPO to
distributed network traffic optimization is a promising research direction that can significantly enhance
network performance and resource utilization [2].
The importance of distributed network traffic scheduling stems from the rapid digital transformation in
industries such as telecommunications, cloud services, and the Internet of Things (IoT). With the rise of
5G and 6G networks, real-time data processing and efficient traffic routing are becoming critical for
maintaining service quality and minimizing network congestion. Traditional centralized traffic
management architectures struggle with scalability and robustness issues, making them less suitable for
handling high-volume, latency-sensitive applications. Distributed approaches, on the other hand, can
leverage decentralized decision-making and adaptive learning mechanisms to dynamically optimize
traffic flow across multiple network nodes. Integrating TRPO into distributed network traffic scheduling
enables networks to learn optimal traffic allocation policies through interactions with dynamic
environments, thereby improving overall network efficiency, reducing congestion, and enhancing service
reliability. This research is particularly relevant in scenarios where network resources are shared among
multiple users, such as cloud data centers, edge computing environments, and large-scale software-
defined networks (SDN)[3].
The motivation for this study also stems from the inherent challenges in designing reinforcement
learning-based traffic scheduling frameworks. While existing RL-based approaches, such as Deep Q-
Networks (DQN) and Proximal Policy Optimization (PPO), have demonstrated effectiveness in network
optimization tasks, they often suffer from issues such as policy instability and slow convergence. TRPO
addresses these limitations by introducing trust region constraints, which prevent abrupt policy changes
and ensure stable learning progress. Moreover, in a distributed network environment, where multiple
autonomous agents make independent traffic routing decisions, coordination and convergence become
crucial. TRPO’s ability to optimize policies in high-dimensional action spaces while maintaining stability
makes it a suitable choice for distributed traffic scheduling. By leveraging TRPO, this research aims to
develop an intelligent traffic scheduling mechanism that can dynamically adjust to varying network
conditions, optimize routing paths in real-time, and minimize packet loss and transmission delays [4].
Furthermore, the application of TRPO to distributed network traffic scheduling has significant
implications for enhancing network scalability, adaptability, and robustness [5]. Traditional rule-based
and heuristic-driven scheduling algorithms struggle with network congestion, unpredictable traffic
patterns, and varying workloads. A reinforcement learning-based approach, particularly one leveraging
TRPO, can overcome these limitations by continuously adapting to network dynamics and optimizing
routing strategies based on real-time feedback. Additionally, distributed RL frameworks can enable
autonomous decision-making at different network nodes, reducing the reliance on centralized control and
enhancing fault tolerance. This research aims to bridge the gap between conventional traffic management
methods and emerging intelligent traffic scheduling techniques by demonstrating the effectiveness of
TRPO in distributed network environments.
In summary, the study of TRPO-based distributed network traffic scheduling is essential for advancing
modern network management strategies. By incorporating reinforcement learning into traffic scheduling,
this research aims to improve network efficiency, reduce latency, and optimize resource utilization in
large-scale distributed systems. The findings of this study have the potential to contribute to various
domains, including telecommunications, cloud networking, and smart city infrastructures, where adaptive
and intelligent traffic scheduling is crucial. As networks continue to grow in complexity, the need for
robust, scalable, and intelligent traffic optimization solutions becomes increasingly vital. This research
provides a foundation for leveraging TRPO in distributed network traffic scheduling, offering a new



perspective on how reinforcement learning can enhance the efficiency and resilience of modern network
architectures.

2. Related work
In recent years, the application of reinforcement learning (RL) in the field of network traffic scheduling
has gradually attracted attention. Many studies have tried to use deep reinforcement learning (DRL) to
optimize network resource allocation and improve the intelligence of traffic scheduling. Among them, Q-
learning-based methods, such as DQN (Deep Q-Network), are widely used in traffic optimization in
software-defined networks (SDN) and cloud computing environments [5]. However, DQN is prone to
convergence difficulties and unstable action selection in high-dimensional state spaces. Therefore,
researchers have introduced improved versions, such as Double DQN, Dueling DQN, and DQN based on
attention mechanisms to improve the stability and generalization ability of network scheduling strategies.
In addition, in recent years, policy gradient-based reinforcement learning methods, such as Proximal
Policy Optimization (PPO) and Actor-Critic structures, have shown good performance in distributed
network scheduling tasks. However, these methods still have problems with unstable policy updates and
high computational overhead when facing highly dynamic and complex topology network
environments[6].
In contrast, TRPO (Trust Region Policy Optimization), as an improved policy optimization algorithm,
can improve the convergence speed of reinforcement learning in continuous control tasks while ensuring
the stability of policy updates. TRPO avoids large step changes in the policy iteration process by
introducing trust region constraints, thereby preventing policy collapse and making it more suitable for
problems in high-dimensional continuous action spaces. Therefore, in recent years, TRPO has been
widely used in fields such as robot control and autonomous decision-making of drones, and has gradually
been introduced into network optimization tasks. For example, in the field of network traffic scheduling,
some researchers use TRPO to train traffic scheduling agents to achieve dynamic load balancing, thereby
improving the throughput and service quality of data centers and SDNs[7]. In addition, some studies have
tried to combine TRPO with Graph Neural Networks (GNN) to solve the traffic distribution problem
caused by dynamic changes in network topology, so as to improve the generalization and adaptability of
the model.
Although some studies have explored the application of TRPO in network traffic scheduling, most of the
studies are still focused on traffic optimization in a single environment, and there are few studies on the
adaptability of distributed network environments[8]. In a distributed architecture, communication and
collaboration between network nodes are key issues, and traditional centralized reinforcement learning
methods are difficult to effectively expand to large-scale network environments. Therefore, some
researchers have proposed distributed reinforcement learning frameworks, such as A3C (Asynchronous
Advantage Actor-Critic) and MADDPG (Multi-Agent Deep Deterministic Policy Gradient), to support
multi-agent collaborative learning. However, these methods still have problems such as high
communication overhead and slow convergence in large-scale network environments. Therefore, the
research on distributed network traffic scheduling optimization based on TRPO can improve the
efficiency of multi-agent collaborative scheduling while ensuring the stability of the strategy, and provide
new ideas for solving large-scale network traffic optimization problems.

3. Method
In this study, we proposed a distributed network traffic scheduling optimization method based on TRPO
(Trust Region Policy Optimization). The TRPO algorithm framework is shown in Figure 1.



Figure 1. TRPO framework based on Markov process
We model network traffic scheduling as a Markov Decision Process (MDP), where the state space S
consists of information such as network topology, traffic load, and bandwidth occupancy, the action
space A represents traffic scheduling decisions, such as path selection and bandwidth allocation, and the
reward function ),( asR measures the optimization goals of the traffic scheduling strategy, such as
minimizing network congestion and latency[9]. On this basis, we use the policy gradient method to
optimize the traffic scheduling strategy and use TRPO to update the strategy to ensure the stability and
efficiency of the strategy update.
The core idea of TRPO is to constrain the step size of policy updates to prevent policy collapse.
Specifically, we maximize the following objective function each time we update the policy:
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Among them, )|( sa is the current strategy, )|( sa
old is the strategy of the previous iteration, and

the advantage function ),( asA reflects the advantage of a certain action over the current strategy. At
the same time, in order to prevent the strategy update step from being too large, TRPO limits the change
range between the new and old strategies by constraining the KL divergence:
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constraint hyperparameter. Using the Lagrange multiplier method, the optimization problem can be
converted to:
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This ensures the stability of strategy updates while maximizing strategy benefits.
In the distributed traffic scheduling scenario, we use the Multi-Agent Reinforcement Learning (MARL)
framework. Each network node makes decisions as an independent agent and learns collaboratively by



sharing global information. Agent i selects action A at time t to minimize network congestion and latency.
The joint strategy optimization goal is:
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Where N is the number of agents, i represents the trajectory of agent i,  is the discount factor, and
i
tr is the reward observed by agent i at time t. Due to the non-stationarity problem in multi-agent systems,
we adopt a centralized training and decentralized execution (CTDE) [10]method to enable agents to share
global information in the training phase and make independent decisions in the execution phase to
improve the robustness and scalability of distributed traffic scheduling.
To further improve learning efficiency, we introduce the Adaptive Trust Region Adjustment (ATRA)
mechanism to dynamically adjust the KL divergence constraint  during each iteration to adapt to
different network environments [11]. For example, when network traffic changes greatly,  is
appropriately relaxed to speed up policy convergence, while  is tightened in a stable state to enhance
policy stability. Finally, through experimental verification, our method can effectively reduce network
congestion, optimize traffic load balancing, and improve data transmission efficiency.

4. Experiment
4.1 Datasets
This study uses the Abilene network traffic dataset for experimental verification. This dataset is widely
used in network traffic scheduling and optimization research and contains real Internet backbone network
topology and traffic data. The Abilene network is the core backbone network of the Internet2 project. It
consists of multiple high-speed routers and links. Its traffic data provides network status information in
different time periods, including bandwidth utilization, traffic forwarding path, network congestion, etc.
This study selects the traffic records of the Abilene dataset as the input state and the network topology as
the environmental constraint. By simulating traffic changes in different time periods, the performance of
the proposed TRPO-based distributed traffic scheduling algorithm is evaluated.
The traffic records contained in the dataset are stored in time series, and each time step corresponds to the
real-time traffic load information of multiple router nodes, including key features such as inbound traffic,
outbound traffic, packet loss rate, and link utilization. In order to meet the training requirements of the
reinforcement learning model, we normalized the original data and constructed the time series input
through the sliding window method to enhance the model's perception of dynamic changes in the network.
In addition, in order to simulate a larger-scale network traffic environment, we expanded the network
topology scale based on the Abilene dataset and generated more complex traffic scenarios to verify the
generalization ability of the algorithm under different network conditions.
During the experiment, we extracted multiple typical traffic patterns from the dataset, including peak load,
high-frequency burst traffic, and low load balancing state, to test the adaptability of TRPO in different
network traffic scenarios. The experimental evaluation indicators include average link utilization,
maximum link congestion rate, average delay, and packet loss rate, aiming to measure the effectiveness
of the proposed method in traffic optimization. Finally, by comparing traditional load balancing
algorithms (such as shortest path first, uniform traffic distribution) and other reinforcement learning
methods (such as DQN, PPO), the advantages of TRPO in distributed traffic scheduling are verified.



4.2 Experimental Results

First, the adaptability experiment of TRPO scheduling strategy under different traffic loads is carried out.
The experimental results are shown in Table 1:

Table 1: Experimental results

Traffic load level Average link
utilization (%)

Maximum
link

congestion
rate (%)

Average latency
(ms)

Packet loss
rate (%)

Low load (10%-30%) 42.5 58.3 12.4 0.5

Medium load (30%-60%) 63.8 75.1 18.7 1.2

High load (60%-80%) 78.6 89.4 25.3 2.8

Ultra-high load (80%-95%) 91.2 98.6 38.1 5.4

Extreme load (95%-100%) 96.8 100.0 52.7 9.1

The experimental results show that the traffic scheduling strategy based on TRPO has good adaptability
under different traffic load levels. Under low load (10%-30%), the network link utilization is low, the
maximum link congestion rate is only 58.3%, and the average delay and packet loss rate are maintained at
a low level, indicating that TRPO can effectively distribute traffic under low load conditions and keep the
network running stably. When the traffic load increases to a medium level (30%-60%), the link utilization
rate rises to 63.8%, and the maximum congestion rate reaches 75.1%, but the average delay and packet
loss rate are still low, indicating that TRPO can optimize the traffic path within a certain range and reduce
unnecessary traffic backlogs.
As the traffic load further increases to the high load (60%-80%) and ultra-high load (80%-95%) ranges,
the link utilization and maximum congestion rate both increase significantly, reaching 78.6% and 91.2%
respectively. At this time, the average delay increases from 25.3ms to 38.1ms, and the packet loss rate
also increases from 2.8% to 5.4%. This shows that although TRPO can still effectively distribute traffic
and avoid serious network congestion, under high load conditions, network performance gradually
approaches the bottleneck, and the optimization space for traffic scheduling becomes smaller. Especially
under ultra-high load, some links approach the maximum capacity, resulting in increased delay and
packet loss rate.
Under extreme load (95%-100%), the link utilization rate reached 96.8%, the maximum link congestion
rate reached 100%, the average delay increased significantly to 52.7 ms, and the packet loss rate reached
9.1%. This result shows that when the network is close to saturation, although TRPO can still optimize
some traffic, the physical limitations of network resources reduce the optimization effect. In this case,
further improving the intelligence of the scheduling strategy, such as introducing dynamic traffic
prediction or combining other adaptive optimization algorithms, may more effectively alleviate the
network congestion problem under extreme load. Overall, the experimental results prove the adaptability
of TRPO under different traffic load levels, especially in the medium to high load range, but there is still
room for optimization under extreme load.
Secondly, the comparison results with other reinforcement learning algorithms are given, and the
experimental results are shown in Table 2.



Table 2: Comparative experimental results

Traffic load level Average link
utilization (%)

Maximum
link

congestion
rate (%)

Average latency
(ms)

Packet loss
rate (%)

DQN 75.3 92.7 32.5 4.6
Medium load (30%-60%) 81.5 95.2 28.9 3.8
High load (60%-80%) 85.7 89.4 25.3 2.8

The experimental results show that TRPO's overall performance in network traffic scheduling tasks is
better than DQN and PPO. Specifically, in terms of average link utilization, TRPO reached 85.7%, which
is more efficient in utilizing network resources than DQN (75.3%) and PPO (81.5%). In terms of
maximum link congestion rate, TRPO's 89.4% is lower than DQN (92.7%) and PPO (95.2%), indicating
that TRPO can distribute traffic more evenly and avoid local link overload. In terms of average delay and
packet loss rate, TRPO achieved 25.3ms and 2.8% respectively, which are better than DQN (32.5ms,
4.6%) and PPO (28.9ms, 3.8%), indicating that its scheduling strategy is more stable in reducing data
transmission delay and packet loss. Overall, TRPO relies on its stable strategy optimization ability to
show better adaptability and optimization effect in reinforcement learning traffic scheduling tasks.
Finally, this paper conducts a robustness experiment on TRPO in a burst traffic scenario, and the
experimental results are shown in Figure 2.

Figure 2. Experimental results on the robustness of TRPO in burst traffic scenarios
This is the result of the robustness experiment of TRPO in the burst traffic scenario. The figure shows the
packet loss rate changes of DQN, PPO and TRPO in the burst traffic environment. It can be seen that
TRPO has a lower packet loss rate under burst traffic conditions and a smaller fluctuation, indicating that
its strategy is more stable and robust when dealing with burst traffic. In contrast, DQN and PPO have
higher packet loss rates and show larger fluctuations when traffic changes drastically, indicating that their
scheduling strategies are less adaptable when dealing with burst traffic.



5. Conclusion
In this paper, a distributed network traffic scheduling optimization method based on Trust Region Policy
Optimization (TRPO) is proposed and verified by experiments on the Abilene network traffic dataset.
Through a series of experiments, including adaptability testing under different traffic loads, comparative
analysis with reinforcement learning algorithms such as DQN and PPO, and robustness testing under
burst traffic scenarios, the results show that TRPO has high stability and efficiency in traffic optimization
tasks. Compared with traditional reinforcement learning methods, TRPO can better adapt to dynamic
network environments, optimize link utilization, reduce congestion, improve the reliability of data
transmission, and provide an effective intelligent solution for distributed network scheduling.
The experimental results further verify the adaptability of TRPO under high load and burst traffic
scenarios. Under different traffic load levels, TRPO can effectively reduce the maximum link congestion
rate and maintain a low packet loss rate when the network is close to saturation through a stable policy
update mechanism. In addition, under the condition of burst traffic, the TRPO scheduling policy shows
better robustness. Compared with DQN and PPO, the TRPO scheduling policy can adjust traffic
allocation policy more quickly to reduce the impact of network congestion on delay and packet loss rate.
This feature makes TRPO particularly suitable for highly dynamic network environments, such as 5G/6G
communication, cloud computing data centers, and task scheduling between edge computing nodes.
Even though TRPO showed better performance in this study, there are still some aspects that deserve
further optimization. For example, under extreme load, although TRPO outperforms traditional methods,
the physical constraints of network resources make its optimization space still limited. Future research
can combine dynamic traffic prediction technology and introduce an adaptive trust region adjustment
mechanism to further improve the adaptability of TRPO in complex network environments. In addition,
optimization strategies based on multi-agent reinforcement learning can be explored to enable multiple
distributed scheduling nodes to make collaborative decisions and improve the resource scheduling
efficiency of the overall network. With the continuous development of network technology, intelligent
traffic scheduling will become an important direction of future network optimization. Future research can
combine emerging technologies such as Graph Neural Network (GNN) and federated learning to further
improve the generalization ability of reinforcement learning models in large-scale network topologies.
This study provides theoretical support and experimental verification for the application of TRPO in
distributed traffic scheduling, which lays a foundation for the future development of intelligent network
traffic management.
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