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Abstract: This paper addresses the issues of semantic drift and hallucinated information commonly found
in the outputs of large language models. It proposes a detection framework based on fine-grained analysis.
The framework consists of two main components: a Context-Aligned Representation module and a Layered
Verification of Evidence module. The first module builds semantic alignment between the input and the
generated text. It effectively identifies contextual shifts and logical inconsistencies. The second module
segments the generated content into multiple semantic units and performs layer-by-layer verification using
external knowledge. This enables the localization and modeling of potential hallucinated content. The model
adopts a shared representation learning structure. It maintains strong semantic consistency modeling while
improving the detection of implicit hallucinations in complex reasoning tasks. Systematic experiments on
the TruthfulQA dataset show that the proposed method significantly outperforms existing mainstream
detection models in terms of precision, recall, F1-score, and fact consistency. It demonstrates strong fine-
grained awareness and cross-task stability. In addition, transfer evaluations in both open-domain and closed-
domain scenarios, along with extended experiments under different domains and knowledge source
conditions, further confirm the adaptability and practicality of the method in real-world generation settings.
This approach provides solid technical support for improving the trustworthiness and safety of language
model outputs. It also offers a structured solution for intelligent review of generated content.

Keywords: Semantic consistency detection, language model hallucination, external knowledge
verification, fine-grained semantic modeling

1. Introduction
With the rapid advancement of artificial intelligence, large language models have achieved remarkable
progress in natural language processing. They are widely used in tasks such as text generation, question
answering, and dialogue systems. These models possess strong capabilities in language understanding and
generation[1]. They can simulate human language expression across various contexts. However, as their
application deepens, issues such as semantic drift and hallucinated content in model outputs have become
increasingly prominent. These problems not only affect the practicality and reliability of the models but also
pose challenges in information security, content regulation, and human-computer interaction. Therefore, fine-
grained detection of deviations from true semantics or factual accuracy in model outputs has become a key
focus in the study of trustworthy AI.
Semantic drift refers to inconsistencies between the generated text and the original input or real-world context
at the semantic level. It often appears as topic deviation, referential confusion, or logical errors. Hallucinated



content refers to information that does not align with objective facts. This includes fabricated facts, fictitious
events, or false inferences. These problems are especially serious in high-sensitivity scenarios such as news
generation, medical question answering, and legal consultation. If not identified in time, they may cause
misinformation or even trigger public opinion risks. As the size and generative power of language models
increase, the generated texts become more natural and fluent. This makes hallucinated content more
deceptive and harder to detect, imposing greater demands on detection techniques[2].
On the technical level, existing methods often rely on coarse-grained semantic consistency or fact-checking
mechanisms to assess text credibility. These methods are often insufficient when dealing with complex
contexts, multi-step reasoning, or implicit semantics. This is especially true when model outputs appear
detailed and logically coherent. Coarse-grained methods struggle to capture subtle semantic drift or
hallucination[3]. Fine-grained detection emphasizes detailed identification and analysis of semantic units
across different levels of the text. This includes words, sentences, paragraphs, and inter-sentence relations. By
building more sophisticated detection models, it is possible to identify deviations early and localize them
precisely. This can improve overall detection accuracy and response speed.
Studying semantic drift and hallucinated content in language model outputs has both theoretical and practical
value. On the one hand, in-depth research in this area can promote improvements in natural language
understanding and generation mechanisms[4,5]. In turn, this supports the optimization of the models
themselves and enhances the trustworthiness and semantic consistency of their outputs. On the other hand,
from a societal perspective, fine-grained detection techniques can be applied to scenarios such as information
review, content security, and academic writing assistance. These applications help limit the spread of false
information and protect public understanding. In the context of increasingly digital regulation and governance,
establishing automated and intelligent content detection mechanisms is essential for ensuring a healthy
information ecosystem[6].
Therefore, building a fine-grained detection framework to address semantic drift and hallucination in
language model outputs is not only a technical challenge but also a strategic imperative. It is essential for
supporting the healthy development of AI and enhancing public trust in intelligent systems[7,8]. Such
research will promote higher-quality and more reliable human-AI collaboration. It lays a solid foundation for
the safe deployment of large language models. As AI becomes more deeply integrated with society, ensuring
the truthfulness and consistency of generated content will be a critical task for the sustainable development of
intelligent technologies.

2. Related work
2.1 Large Language Model

In recent years, large language models have demonstrated strong modeling capabilities and broad
adaptability in the field of natural language processing. Trained on large-scale corpora, these models can
learn rich linguistic structures, semantic knowledge, and reasoning abilities[9]. As a result, they show
human-like performance in tasks such as text generation, contextual understanding, translation, and question
answering. These models often contain billions or even tens of billions of parameters[10]. They rely on
large-scale unsupervised pre-training combined with limited supervised fine-tuning. This enables them to
transfer across tasks under a unified model framework, greatly advancing the generalization and efficiency
of language technologies.

Despite these strengths, large language models still present non-negligible problems in content generation.
Semantic drift and hallucinated information arise when the model, lacking explicit factual grounding,
completes content based on statistical associations in the training data. This can result in logically fluent but
factually inaccurate outputs. Such issues are especially evident in open-domain generation tasks. When
facing vague questions or incomplete contexts, models tend to produce content that appears plausible but is



actually misleading[11]. These problems reveal the current limitations in semantic control and factual
grounding. They also highlight the inadequacies in the model's internal mechanisms for capturing real-world
meaning.

As large language models become increasingly embedded in real-world applications, their output raises new
concerns regarding safety, interpretability, and controllability[12]. Improving the verifiability of model
outputs and enforcing semantic consistency during generation are key research goals. Detecting and filtering
potential false content has also become a critical task[13]. These challenges have prompted research efforts
from multiple perspectives, including model architecture, training paradigms, and detection techniques. The
aim is to develop more precise and effective methods of control and evaluation, in order to enhance the
reliability and accountability of large language models[14].

2.2 The “hallucination” problem of large language models

The hallucination problem in large language models refers to the generation of plausible but factually
incorrect information in the absence of real-world grounding. This issue arises when the model produces
content that appears coherent and contextually appropriate but does not align with verifiable facts or objective
reality[15]. It is not limited to standard text generation tasks but is also frequently observed in applications
such as question answering, summarization, and code generation. These tasks often require precise factual
references and logical consistency, which large language models may fail to uphold due to their reliance on
statistical correlations rather than true comprehension. Unlike humans, who can cross-reference external
sources and apply common sense or domain-specific reasoning, these models generate outputs based on
patterns learned from large text corpora[16]. When the input prompt lacks sufficient detail, or when the topic
falls outside the model’ s training data distribution, the risk of hallucination increases significantly. As a
result, the model may introduce invented details, fabricate entities or events, or present misleading
interpretations as factual content. This makes hallucination one of the most critical and persistent challenges
in the development and deployment of language models, especially in high-stakes domains such as healthcare,
law, finance, and scientific research, where factual accuracy is non-negotiable and misinformation can lead to
harmful outcomes. Addressing hallucination is essential not only for improving the reliability of model
outputs but also for ensuring their safe and responsible use in real-world applications.
Hallucinated content often shows high linguistic coherence and logical consistency. Ordinary users may
struggle to judge its truthfulness, which increases the risk of misinformation during dissemination. Compared
to simple grammatical errors or obvious model failures, hallucinations are more hidden and deceptive. They
reduce model credibility and make comprehension and judgment more difficult for users. In multi-turn
dialogue and summarization tasks, models may introduce incorrect details during local reasoning. This can
lead to semantic drift that users may not easily notice. Therefore, identifying such fluent but fabricated
content is key to improving the reliability of language models.

Researchers have proposed various strategies to mitigate hallucinations. These include knowledge-enhanced
models, external fact-checking, and improved training objectives. However, practical use still faces trade-offs
between accuracy and computational cost. In complex contexts or open domains, hallucination detection
remains a challenging task. Identifying gradually accumulated misleading content at a fine-grained level
requires a combination of semantic consistency checks, context-aware analysis, and fact-based comparison.
In-depth research on this issue will directly affect the safe deployment and widespread use of large language
models. It is also critical to advancing intelligent systems toward greater trustworthiness.

3. Method
This study proposes a fine-grained detection framework for identifying semantic drift and hallucinated
content in outputs generated by large language models. The overall approach introduces innovations from



two dimensions: semantic modeling and multi-layer verification. First, in terms of semantic modeling, a
Context-Aligned Representation mechanism (CAR) is proposed. It constructs alignment vectors between the
input and the generated text. This captures potential semantic shifts and enables consistency measurement
both within and across sentences. Second, for the verification mechanism, a Layered Verification of
Evidence module (LVE) is introduced. This module decomposes the generated text into hierarchical
semantic units. It then verifies each layer using external knowledge sources. This enables precise
localization and identification of hallucinated content. These two modules work together to significantly
enhance the system’s ability to detect subtle anomalies under complex contexts. They offer technical
support for building trustworthy applications based on large language models. The model architecture is
shown in Figure 1.

Figure 1. Overall model architecture diagram
3.1 Context-Aligned Representation
The contextual alignment representation mechanism proposed in this section aims to accurately model the
correspondence between the input text and the generated text at the semantic level. By explicitly aligning
the two, the local semantic shift and overall topic drift in the generated content can be effectively identified.
This mechanism not only focuses on the surface matching at the word level, but also emphasizes the
establishment of stable contextual associations in the deep semantic space, thereby improving the perception
of fine-grained anomalies. Its module architecture is shown in Figure 2.



Figure 2. CAR module architecture
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alignment vector is used to capture whether the generated content is fully aligned with the original input,
thereby assisting in detecting semantic drift. On this basis, a semantic difference representation is
constructed to measure the local semantic deviation between the current generated content and the input.
The overall alignment error can be obtained by reducing the difference vectors of all positions:
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This scalar can be used as an indicator of the degree of semantic consistency and provide a quantitative basis
for subsequent offset judgment.

In order to further model the deep semantic association between contexts, a gating mechanism is introduced
to dynamically adjust the importance of input and generated information. Specifically, a gating vector
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Where  represents element-by-element multiplication. This representation can simultaneously capture
the semantic features of the generated text itself and its dependence on the input context, enhancing the
context sensitivity of the representation.



To provide a stable semantic representation for overall alignment modeling, sequence-level compression is
also required to aggregate the fusion representation },...,,{ 21 nrrr into a unified vector r . This paper uses a
multi-head self-attention aggregation mechanism to calculate the global representation:
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Where dnRR  represents the matrix composed of all fused vectors. This global semantic vector is used as
the final input of the semantic consistency detection module, providing a basis for subsequent tasks such as
offset classification and anomaly recognition. This mechanism can capture semantic differences at different
granularities and is particularly suitable for stable alignment analysis of diversified generated texts.

3.2 Layered Verification of Evidence module

In order to achieve fine-grained identification of fictional content in the output of large language models,
this section introduces a hierarchical evidence verification module designed to conduct detailed factual
consistency analysis at multiple levels of granularity. The primary objective of this module is to identify and
isolate segments of generated text that may deviate from established facts or introduce hallucinated
information, which can often appear coherent yet lack real-world grounding. By decomposing the generated
content into smaller semantic units—such as phrases, sentences, or logical segments—the module enables
more precise analysis of the factual validity of each part. Furthermore, it incorporates evidence from
multiple external sources, including structured databases, knowledge graphs, and verified textual references,
to support or challenge the factual claims made in the output. This multi-source approach ensures that the
verification process is not overly dependent on a single knowledge base, which could be incomplete or
biased. Instead, it leverages a diverse range of knowledge resources to assess consistency, cross-check facts,
and detect inaccuracies that may not be evident through semantic analysis alone. The hierarchical design of
the module allows it to operate progressively, starting from basic fact-checking at the sentence level and
advancing to more complex relational and contextual consistency evaluations across larger text spans. The
overall module architecture, as illustrated in Figure 3, reflects this layered verification logic, offering a
robust framework for detecting hallucinated content with high granularity and contextual awareness.

Figure 3. LVE module architecture



First, the generated text is represented as a fragment sequence },...,,{ 21 nsssY  , where each fragment is is
encoded as a representation vector ih and input into the verification module for hierarchical modeling. At
the first level, for each fragment, the most relevant external evidence set },...,,{ 21 ikii eeeE  is obtained
through the retrieval module, and each evidence fragment ije is represented as a vector ijv to form a
candidate set for alignment.

In order to evaluate the consistency between the fragment and the evidence, a semantic matching function is
introduced to score the relevance between the two, in the form of:
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Where )cos( represents the cosine similarity. The scores of all evidences are normalized to obtain the
normalized attention weights:
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Based on this, the weighted evidence vector representation corresponding to the fragment is constructed:
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This representation serves as the factual comparison semantic basis for the segment.
Furthermore, a segment-level consistency vector iii vhd ~ is constructed to measure the semantic
difference between the current generated content and its evidence. By taking the norm of the difference
vector, the consistency offset value of the segment is defined as:
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The offset values of all fragments are aggregated to generate global deviation features for the final judgment
output. Inside the model, a memory mechanism module M is introduced to model the cumulative
information of semantic consistency across fragments. Its update method is:
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To capture potential cross-segment semantic relationships and contradictions between contexts.

Finally, the consistency offset value i and memory state )(iM of all fragments will be sent to the
aggregation function for overall evaluation, and the overall credibility score or abnormal prompt signal of
the generated text will be output. This hierarchical verification module is modeled at both the local and
global levels, effectively improving the system's recognition depth and semantic tracking capabilities for
fictional content.

4. Experimental Results
4.1 Dataset



This study uses TruthfulQA as the primary dataset to support the detection of semantic drift and hallucinated
content in outputs generated by large language models. TruthfulQA is a dataset specifically designed to
evaluate the factual accuracy and truthfulness of language models. It includes questions across various
categories such as health, law, history, and science. The content is complex and diverse, making it both
challenging and suitable for real-world applications.

A key feature of this dataset is its use of highly leading questions. These are likely to trigger hallucinated or
factually incorrect answers from language models. This provides ample abnormal samples for detection
algorithms. Each sample typically contains a question, several model-generated answers, and corresponding
factuality labels. This structure supports the training and evaluation of fine-grained detection methods.

In addition, TruthfulQA uses a fact-based consistency scoring system. This offers a reliable reference for
assessing the correctness of model outputs. By using this dataset, the study focuses on semantic alignment
and fact verification under complex conditions. It provides strong support for the development and testing of
the proposed algorithm.

4.2 Experimental setup
To validate the effectiveness of the proposed fine-grained detection method, this study builds an
experimental setup using the TruthfulQA dataset. A mainstream pre-trained language model is used as the
source for text generation. After receiving a question, the model generates an answer, which is then
processed by the proposed detection framework. The text passes through the Context-Aligned
Representation module (CAR) and the Layered Verification of Evidence module (LVE). The final output
includes predictions of semantic consistency and factual deviation.

During training and evaluation, all texts are preprocessed in a standardized manner. Embedding
representations are obtained through a shared encoder. External knowledge retrieval is supported by an
open-source knowledge base to simulate real-world application scenarios.

For evaluation, four core metrics are used to reflect detection performance. These include Precision, Recall,
F1-score, and Fact-Consistency Rate. The first three metrics measure the accuracy and coverage of
abnormal content detection. Fact-Consistency Rate assesses the model’s overall ability to align with true
semantics. It is suitable for evaluating the real-world effectiveness of multi-source evidence verification.
The table below presents the experimental settings used in this study. The main training configuration is
shown in Table 1.

Table 1: Training Configuration

Component Configuration

Dataset TruthfulQA

Language Model chatglm3-6b

Knowledge Source Open-source external corpus

Embedding Encoder Transformer-based shared encoder

Evaluation Metrics Precision, Recall, F1-score, Fact-Consistency Rate



4.3 Experimental Results

1) Comparative experimental results

First, this paper gives the comparative experimental results with other models. The experimental results are
shown in Table 2.

Table 2: Comparative experimental results

Method Precision Recall F1-Score Fact-Consistency
Rate。

DetectGPT[17] 72.4 68.3 70.3 65.8

Fast-detectgpt[18] 75.1 70.7 72.8 69.4

HaluEval[19] 78.6 74.9 76.7 71.5

FACTScore[20] 79.3 76.1 77.7 73.0

Ours 84.7 81.2 82.9 78.6

From the overall comparison results, the method proposed in this study outperforms existing public
approaches across all four core metrics. It demonstrates stronger overall performance in detecting semantic
consistency and factual correctness. In particular, it achieves an F1-score of 82.9 and a Fact-Consistency Rate
of 78.6, which are significantly higher than those of other methods. This indicates that the proposed method
performs better in balancing detection accuracy and coverage. It also shows greater stability in identifying
semantic drift and hallucinated content in outputs generated by large language models.

Compared with methods such as DetectGPT and Fast-detectgpt, the proposed approach improves the
modeling of semantic correspondence between input and output through the Context-Aligned Representation
(CAR) module. This significantly enhances the detection of topic shifts and incoherent context. Since those
baseline models mostly rely on global features or coarse-grained statistical patterns to identify anomalies,
they often miss subtle logic inconsistencies or local drift. The fine-grained modeling in this method
effectively addresses this limitation.
In comparison with methods like HaluEval and FACTScore, which introduce external knowledge for
verification, the proposed Layered Verification of Evidence (LVE) module achieves a higher fact-consistency
rate. This result suggests that multi-level, multi-source verification strategies can better analyze the factual
accuracy of generated content. The method increases sensitivity to hallucinated details and improves
detection in complex question answering tasks that involve multi-step reasoning.

Moreover, this method improves precision while maintaining a high recall rate. This reflects its ability to
detect more abnormal segments while reducing false positives. Such performance is important for real-world
scenarios like content review and safety monitoring. It also shows that fine-grained, structured detection
strategies are more robust and interpretable when handling hallucinations in large language models. These
findings provide a solid technical and experimental foundation for future research.

2) Analysis of the contribution of temporal consistency to model checking effect



This paper first gives an analysis of the contribution of temporal consistency to model detection effect, and
the experimental results are shown in Figure 4.

Figure 4. Analysis of the contribution of temporal consistency to model checking effect
As shown in the experimental results in Figure 4, after introducing the temporal consistency modeling
mechanism, the proposed method performs stably across various types of semantic anomaly detection tasks.
The overall detection scores remain at a high level. This indicates that the mechanism significantly
contributes to improving the model's overall judgment ability. It achieves the highest detection score in the
Factual Conflict scenario, showing that temporal modeling is especially effective in capturing fact conflicts
caused by distorted temporal reasoning.
In the Semantic Shift and Entity Drift scenarios, the model also demonstrates strong detection performance.
This suggests that temporal consistency helps not only in identifying breaks in logical sequence but also in
tracking the evolution of meaning and entities within the text. By modeling the state changes of generated
content over time, the model can more accurately detect subtle shifts caused by changes in context.
In comparison, the detection score for the Discourse Deviation task is slightly lower, though still at a
relatively high level. This indicates that while the temporal mechanism aids global semantic coherence, it
may be less effective in handling more complex discourse-level jumps or logical gaps. Addressing such
issues may require stronger cross-paragraph modeling or deeper pragmatic understanding.
In summary, the introduction of temporal consistency enhances the model's ability to capture structural
deviations in generated text. It provides clear benefits in detecting local factual inconsistencies, entity drift,
and time-dependent logical errors. These findings confirm the importance of incorporating temporal logic
into content detection models and offer technical support for building robust and fine-grained content
monitoring systems.

3) Comparison of fictional content detection capabilities based on domain division

This paper also compares the fictitious content detection capabilities based on domain division, and the
experimental results are shown in Figure 5.



Figure 5. Comparison of fictional content detection capabilities based on domain division

As shown in the results of Figure 5, the proposed method displays varying performance across hallucination
detection tasks in different domains, while maintaining high overall detection quality. These variations reflect
the differences in semantic structure, expression patterns, and context dependence of hallucinated information
across domains. Such differences pose distinct challenges for detection models. The model achieves higher
detection scores in the Health and Technology domains, indicating that it is more accurate in identifying
semantic drift and factual errors in technical and highly structured texts.
In the Technology domain, generated content often contains clearer causal chains and more well-defined
terminology. This allows the model to better use context and external knowledge for consistency checking.
Similarly, in the Health domain, the determinism of terminology and the stability of background knowledge
make hallucinated content easier to identify. This confirms the high adaptability and sensitivity of the
proposed Context-Aligned Representation (CAR) and Layered Verification of Evidence (LVE) mechanisms
when applied to well-structured data.
In contrast, performance is weaker in the Politics and Law domains, with the lowest detection score observed
in political discourse. This may be due to the frequent use of metaphor, subjective inference, and vague
factual boundaries in such texts, which makes hallucination detection more difficult. Moreover, content in
these domains often depends heavily on context and temporal dynamics. A single instance of semantic drift
may not capture the full scope of factual contradiction, so the model requires deeper reasoning to assess fact
consistency.
These results further indicate that different domains place different demands on detection capabilities. They
also show that the proposed method has strong generalization ability across domains. However, hallucination
detection can be further improved by introducing domain adaptation techniques or enhancing domain-specific
knowledge modeling. This provides a direction for improving model robustness and reliability in complex
real-world scenarios.

4) The impact of external knowledge source quality on detection accuracy

This paper also examines the impact of the quality of external knowledge sources on the detection accuracy
of hallucinated content in the output of large language models. The reliability and completeness of external
knowledge play a critical role in supporting factual verification processes, especially when the model output
includes information that requires grounding in real-world facts. In the context of the proposed detection



framework, external knowledge sources are used to validate specific claims or assertions made by the model.
When these sources are inconsistent, sparse, outdated, or contain noise, they can compromise the ability of
the system to correctly identify fictional or misleading content. On the other hand, high-quality knowledge
sources that are well-structured, comprehensive, and up to date provide a more solid foundation for
evaluating the factual integrity of the generated text. This relationship between knowledge source quality and
detection performance is particularly important in domains where factual accuracy is essential, such as
healthcare, law, and scientific communication. The analysis presented in this paper highlights this correlation,
offering insights into how variations in the credibility and granularity of external information can influence
the effectiveness of hallucination detection. The corresponding experimental setup and results that illustrate
these findings are presented in Figure 6.

Figure 6. The impact of external knowledge source quality on detection accuracy
As shown in the results of Figure 6, the quality of external knowledge sources has a significant impact on the
model's detection accuracy and fact consistency. As knowledge quality increases from low to high, the model
shows steady improvement on both core metrics. This confirms the importance of high-quality knowledge in
supporting content verification and reducing hallucination risks. The trend clearly indicates that the
credibility of external evidence directly affects the model's ability to identify hallucinated content. It plays a
critical role in the fact verification module.
With low-quality knowledge sources, the model performs poorly. Both Detection Accuracy and Fact
Consistency remain at low levels. This suggests that unstable, fragmented, or noisy knowledge interferes with
the model's judgment and may even lead to false guidance. As a result, hallucinated segments may go
undetected or be incorrectly identified as factual. This issue is especially common in open-domain or multi-
source knowledge retrieval tasks. Therefore, improving knowledge quality is a fundamental requirement for
building robust detection systems.
Under medium-quality knowledge sources, the model’s performance shows noticeable improvement,
reflecting the importance of having access to reasonably accurate and well-structured external information
when verifying the factual consistency of generated content. In this context, “medium-quality” refers to
knowledge that, while not exhaustive or perfectly curated, maintains a general level of correctness and
organization sufficient to support basic fact-checking processes. Such knowledge may include partially
complete entries, moderate noise levels, or limited contextual depth, yet still offers enough substance for the
model to conduct preliminary assessments of semantic and factual alignment. This setting highlights the
practical reality in which most real-world applications operate, where high-quality, comprehensive
knowledge bases may not always be available. The model’s ability to make use of these imperfect but usable



resources demonstrates the flexibility and resilience of the proposed detection framework. In particular, it
confirms that the Layered Verification of Evidence (LVE) module is capable of functioning effectively under
non-ideal conditions. The module shows a degree of fault tolerance and adaptability, allowing it to filter,
match, and assess facts even when the supporting knowledge is incomplete or unevenly distributed. However,
it is also evident that such performance remains influenced by the limitations in evidence coverage and
precision, which can constrain the model’s ability to detect more subtle or complex hallucinations. As such,
while medium-quality knowledge can serve as a useful baseline for verification, achieving higher accuracy in
detection still depends on the availability of more reliable and expansive external sources.
When high-quality knowledge is used, the model achieves the best results in both metrics. Detection
Accuracy exceeds 0.87, showing the strong constraining effect of complete and credible knowledge systems
on generated content. This result further confirms that the proposed method, when combined with knowledge
integration mechanisms, can accurately identify hallucinations in complex contexts. It enhances overall
detection stability and generalization. This finding provides both theoretical and experimental support for
developing knowledge-enhanced detection frameworks.

5) Evaluation of transfer performance of detection algorithms in open and closed domains

Finally, this paper presents a comprehensive evaluation of the migration performance of the proposed
detection algorithm across open-domain and closed-domain scenarios. This evaluation aims to assess the
adaptability and generalization capability of the algorithm when applied to different types of language
generation environments. Open-domain tasks typically involve a wide range of topics with less structured
input and more variability in context, which can increase the likelihood of hallucinated content due to the
model’s broader generative freedom and reduced grounding. In contrast, closed-domain tasks are generally
confined to specific subject areas with well-defined boundaries, stable terminology, and more predictable
knowledge structures, offering a more controlled setting for detection. Evaluating the detection algorithm in
both of these domains is essential for understanding its robustness and practical utility in real-world
applications, where models are deployed in diverse and dynamic contexts. The migration performance
analysis investigates how well the detection system maintains its effectiveness when transitioning between
these domains, and whether its core components—such as semantic alignment and evidence verification—
remain functional and reliable across varying semantic and structural conditions. The corresponding
experimental setup and results that demonstrate this cross-domain evaluation are illustrated in Figure 7.

Figure 7. Evaluation of transfer performance of detection algorithms in open and closed domains



As shown in the experimental results in Figure 7, the proposed detection algorithm demonstrates strong
transferability in both open-domain and closed-domain settings. However, the performance differences reveal
distinct demands on model structure and semantic generalization across environments. In open-domain tasks,
the model performs consistently, with high detection scores in Summarization and Narrative tasks. This
suggests that the Context-Aligned Representation (CAR) and Layered Verification of Evidence (LVE)
modules are highly adaptable. They can effectively detect semantic drift and hallucinated content in texts
without explicit domain boundaries.
However, in the Dialogue task, the detection score in the open domain shows a noticeable decline. This may
result from the higher uncertainty and contextual jumps typical of open-domain conversations. The lack of
clear factual grounding increases the difficulty of modeling local logic and entity reference. This reduces the
stability of hallucination detection. These findings suggest that improving context retention and coreference
resolution is critical for better detection performance in multi-turn dialogue and open-ended QA tasks.
In contrast, all four tasks in the closed domain maintain high detection scores. This shows that when texts
have clear boundaries, structured formats, and stable knowledge support, the proposed method can fully
leverage its fine-grained analysis and multi-source verification strengths. In particular, detection performance
in Narrative and Summarization tasks is significantly higher in the closed domain. This confirms that
semantic consistency modeling is more reliable when the context is stable.
Overall, the experiment confirms that the model has good transfer and generalization ability in real-world
applications. It performs consistently in closed scenarios and shows room for improvement in open tasks.
Future work may explore dynamic knowledge retrieval and cross-paragraph semantic chain modeling to
enhance robustness and detection depth in semantically complex open-domain environments.

5. Conclusion
This paper proposes a fine-grained detection framework to address semantic drift and hallucination in the
outputs of large language models. The framework integrates a Context-Aligned Representation mechanism
and a Layered Verification of Evidence module. It conducts analysis from two perspectives: semantic
consistency and factual consistency. By modeling deep semantic relationships between the input and the
generated text, the method enhances the system ’ s ability to detect complex linguistic structures and
ambiguous expressions. This provides a technical foundation for identifying potential hallucinations and
semantic deviations. In terms of design strategy, the approach emphasizes multi-granular and multi-level
understanding and verification of content. It fully leverages contextual structure and external knowledge to
detect inconsistent and inaccurate information in a segmented and layered manner. This mechanism is
especially effective in open-ended generation scenarios that involve multi-step reasoning and cross-sentence
logic. It helps reduce false positives and false negatives commonly found in coarse-grained detection
methods. Experimental results show that the proposed method has strong transferability across various
dimensions and task types. It adapts well to diverse and complex language generation environments,
demonstrating high practical value.
From an application perspective, the proposed detection framework plays a significant role in enhancing the
safety and controllability of language generation systems. As large language models are widely deployed in
sensitive domains such as news generation, medical question answering, educational services, and legal
consultation, ensuring the truthfulness and consistency of generated content has become a core concern. This
study provides a scalable and integrable solution for building trustworthy language systems. It has the
potential for broad application in content review, text verification, and human-computer interaction,
supporting the development of more reliable and responsible AI systems. Future research will extend the
framework's adaptability to multilingual, multimodal, and cross-domain settings. It will explore efficient
integration with external resources such as knowledge graphs and fact retrieval systems to improve its
handling of hallucinations under dynamic knowledge conditions. In addition, the introduction of a warning



and feedback mechanism during the generation process will be considered. This will enable a closed-loop
system that connects generation, detection, and optimization. The goal is to improve the semantic quality and
factual consistency of generated content at the source and to promote the development of more trustworthy
and explainable language generation technologies.
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